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ChatGPT-3.5 and ChatGPT-4 Performance in Testicular 
Cancer: A Comparative Study

Abstract

Objective: The aim of our study is to assess the reliability of Chat Generative Pre-trained Transformer (ChatGPT), compare the performance of ChatGPT-4 
to ChatGPT-3.5, and explore its potential roles in healthcare decision-making.
Materials and Methods: Thirty questions related to testicular cancer were prepared, based on the 2023 European Association of Urology guidelines and 
clinical experience. These questions were systematically posed to ChatGPT-3.5 and ChatGPT-4, and responses were rated by three independent urologists 
using a six-point Likert scale. The median score from the three specialists was used as the final score.
Results: Both ChatGPT versions provided an incorrect answer to one question, scoring a one. For GPT-3.5 and GPT-4, the percentage of responses 
considered incorrect by the urologists was 20% and 13.3%, respectively, while correct responses (scoring 3 or higher) accounted for 80% and 86.7%. For 
general information-diagnosis questions, GPT-3.5 and GPT-4, had average scores of 4.29 and 4.80, with median values of 4.27 and 4.67. For treatment 
follow-up questions, average scores were 3.60 and 4.16, with median values of 3.60 and 4.20. GPT 4 generally outperformed GPT-3.5, but the difference 
was not statistically significant (p>0.05).
Conclusion: Our study shows that ChatGPT-4 is more reliable and accurate than ChatGPT-3.5 in testicular cancer-related queries. Continued development 
of its database and clinical capabilities could optimize ChatGPT’s utility in healthcare.
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Introduction

To improve the survival rates of cancer patients, rapid diagnosis 
and optimal treatments are essential. These patients seek various 
sources of information to address their health concerns but are 
often exposed to misinformation on platforms such as Google 
and YouTube (1). In this context, natural language processing 
(NLP) models have the potential to enhance patients’ access 
to accurate medical information. Large language models 
(LLMs) should be evaluated for their accuracy in providing 
medical information. Artificial intelligence (AI) programs have 
demonstrated diagnostic accuracy comparable to that of 
medical professionals and have even outperformed physicians 
in delivering high-quality, empathetic responses to patient 
inquiries (2,3).

One of the LLMs, the Chat Generative Pre-trained Transformer 
(ChatGPT), is an NLP tool capable of understanding and 

generating human-like text (4). Developed by OpenAI, ChatGPT 
was launched in November 2022 and has been widely used by 
millions of users for information retrieval and task completion. 
ChatGPT-4, an advanced version provided by OpenAI, offers 
improvements over its predecessor, ChatGPT-3.5. This model 
is reported to have enhanced reasoning capabilities and a 
significantly larger knowledge base, enabling it to solve complex 
problems with greater accuracy (5). Trained on extensive 
datasets, ChatGPT possesses the ability to generate human-
like text rapidly. Its rapid adoption highlights its accessibility 
and ease of use (6). In the medical field, it holds the potential 
to assist healthcare professionals in various aspects, including 
patient education, diagnosis, and treatment planning (7).

ChatGPT’s success in the United States Medical Licensing 
Examination (USMLE) suggests that AI has the potential to 
revolutionize medicine (8). ChatGPT-4 is anticipated to enhance 
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clinical accuracy and reduce error rates. While ChatGPT-3.5 
achieved a 60% success rate in the USMLE, ChatGPT-4 
significantly improved this performance, reaching 87% (9,10). 
At the time of our study, ChatGPT-3.5 was available for free, 
while ChatGPT-4 was accessible through a subscription model, 
with claims of improved accuracy and speed (11).

In this study, we aimed to compare the reliability of responses 
provided by ChatGPT-3.5 and ChatGPT-4 to urology related 
questions based on the strong recommendations and clinical 
expertise outlined in the 2023 European Association of Urology 
(EAU) guidelines on testicular cancer. Our objective was to assess 
the practicality of AI in healthcare, particularly for users with 
limited resources. This study is expected to provide valuable 
insights into the benefits and limitations of AI models in clinical 
education and medical decision-making.

Materials And Methods

In our study, a total of 30 questions at three different levels of 
difficulty-basic, intermediate, and advanced-were prepared by 
three expert urologists: Ümit Uysal (ÜU), Süleyman Sağır (SS), 
Murat Uçar (MU), each with a minimum of four years of clinical 
experience. The questions were developed using high-grade 
recommendations from the testicular cancer section of the 
2023 EAU guidelines as well as clinical expertise. Two of the 
urologists ÜU, MU are certified as Fellows of the European Board 
of Urology. Only questions written in English were included in 
the study. This rigorous question development and evaluation 
process was carefully conducted to enhance the reliability of the 
responses. In the development of the questions, clinical practice-
oriented scenarios, up-to-date information from the literature, 
and expert opinions were taken into account. Furthermore, 
the questions were reviewed and validated by an expert panel 
of three urologists ÜU, SS, MU in terms of their relevance to 
clinical practice, adherence to current guidelines, and overall 
validity. This structured approach was designed to enhance the 
reproducibility and reliability of the study. On April 3, 2024, all 
questions were systematically submitted to both ChatGPT-3.5 
and ChatGPT-4. Subsequently, each response was independently 
evaluated by three urology specialists ÜU, SS, MU based on the 
2023 EAU guidelines and their own clinical experience. More 
specifically, the accuracy of the responses was rated using a six-
point Likert scale: 1 indicating completely incorrect; 2 indicating 
more incorrect than correct; 3 indicating equally incorrect and 
correct; 4 indicating more correct than incorrect; 5 indicating 
almost correct; and 6 indicating completely correct (12). To 
enhance the reliability of the evaluations made by the experts, 
each response was independently scored, and the final score 
was determined by calculating the median. Although consensus-
based approaches such as the Delphi method were not used in 
our study, the potential of such methods to improve inter-rater 
consistency can be investigated in future research. This study did 
not involve any human subjects or health data; therefore, ethical 
approval and patient informed consent were not required. 

Statistical Analysis 

Data analysis was performed using SPSS 24.0 software package 
(SPSS Inc., Chicago, IL). Descriptive statistics were calculated. 

Differences in scores between the two ChatGPT models, and 
the differences for each question group, were evaluated using 
the Wilcoxon test.

Results

In Table 1, the question “When should cranial imaging be 
performed in testicular cancer?” had the same average score 
for ChatGPT-3.5 and ChatGPT-4, both receiving 6.00 points. 
Both models received equal scores. In contrast, for the question 
“What is the most appropriate treatment for a patient with germ 
cell neoplasia in situ in a solitary testis?”, both models scored 
1.00, indicating that both models, including ChatGPT provided 
completely incorrect answers.

In our study, 20% of responses from ChatGPT-3.5 were evaluated 
as incorrect by specialists, while 80% of responses, scoring 3 or 
higher, were considered correct. This result indicates that the 
majority of responses from ChatGPT-3.5 were deemed correct. 
For ChatGPT-4, the percentage of incorrect responses was 
lower at 13.3%, and the percentage of correct responses was 
higher at 86.7%. This demonstrates that ChatGPT-4’s responses 
were more accurate and reliable than those of GPT-3.5. While 
both models exhibited high accuracy, ChatGPT-4 provided 
fewer incorrect and more accurate responses according to the 
specialist physicians.

As shown in Table 2, for ChatGPT-4, 20.0% of the responses in 
the general information-diagnosis category received 5 points, 
and 13.3% received 6 points. The proportion of responses 
receiving low scores was quite small, with only 3.3% receiving 
2 points. This indicates that ChatGPT-4 provided responses at a 
higher level of accuracy in this category. In the treatment-follow-
up category, 13.3% of the responses received 5 or 6 points, 
while 6.7% received 2, 3, and 4 points. These results show that 
ChatGPT-4 also achieved high accuracy in this category, with 
responses generally receiving higher scores.

ChatGPT-4 provided more accurate and reliable responses than 
ChatGPT-3.5, with higher scores in both the general information-
diagnosis and treatment-follow-up categories. ChatGPT-3.5 
received moderately high scores in the general information-
diagnosis category compared to its wider distribution of scores 
in the treatment-follow-up category. This demonstrates that 
ChatGPT-4 performed better .

When examining the responses of ChatGPT-3.5 and ChatGPT-4, 
that were evaluated as correct and incorrect by specialist 
physicians in the general information-diagnosis and treatment-
follow-up subcategories, 43.3% of the responses in the general 
information-diagnosis category for ChatGPT-3.5 were evaluated 
as correct, while 6.7% were considered incorrect. This shows 
that ChatGPT-3.5 had a high rate of correct answers in this 
category, although some responses were evaluated as incorrect. 
In the treatment-follow-up category, 36.7% of the responses 
were evaluated as correct, while 13.3% were evaluated as 
incorrect. Although ChatGPT-3.5 generally tended to provide 
correct answers in this category, the rate of incorrect answers 
was higher compared to the general information-diagnosis 
category.

For ChatGPT-4, the correct response rate in the general 
information-diagnosis category was quite high at 46.7%, while 
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Table 1. Descriptive statistics of the evaluation scores of three expert physicians for ChatGPT-3.5 and ChatGPT-4’s responses

 
ChatGPT-3.5 ChatGPT-4

Min. Max. X SS Median Min. Max. X SS Median

General information-diagnosis questions

What should a physician do first when a male 
patient presents to the urology clinic with 
suspected testicular cancer?

4.00 4.00 4.00 0.00 4.00 4.00 5.00 4.33 0.58 4.00

Which recurring genetic marker is associated 
with invasive GHNIS*? 4.00 4.00 4.00 0.00 4.00 6.00 6.00 6.00 0.00 6.00

What are the epidemiological risk factors for 
testicular cancer? 3.00 4.00 3.67 0.58 4.00 5.00 6.00 5.33 0.58 5.00

Which serum tumor marker might increase 
in a patient with a pathology report of “pure 
seminoma”?

4.00 5.00 4.33 0.58 4.00 5.00 6.00 5.67 0.58 6.00

In a male patient with “gynecomastia” detected 
during physical examination, which types of 
testicular cancer should be considered?

2.00 3.00 2.33 0.58 2.00 3.00 4.00 3.33 0.58 3.00

Is the sensitivity and specificity of micro RNA 
high in diagnosing and monitoring testicular 
cancer?

4.00 5.00 4.33 0.58 4.00 5.00 6.00 5.67 0.58 6.00

When should scrotal MRI be performed in a 
patient suspected of having testicular cancer? 3.00 3.00 3.00 0.00 3.00 3.00 4.00 3.33 0.58 3.00

Is the sensitivity and specificity of CT high in 
detecting lymph node metastasis in testicular 
cancer?

4.00 4.00 4.00 0.00 4.00 4.00 5.00 4.67 0.58 5.00

Is there a role for FDG PET-CT in testicular 
cancer? 4.00 4.00 4.00 0.00 4.00 5.00 6.00 5.33 0.58 5.00

When should cranial imaging be performed in 
testicular cancer? 6.00 6.00 6.00 0.00 6.00 6.00 6.00 6.00 0.00 6.00

Is there a role for bone scanning in staging 
testicular cancer? 2.00 3.00 2.33 0.58 2.00 2.00 3.00 2.33 0.58 2.00

What should be done for a male patient with a 
retroperitoneal mass normal hCG
 and AFP levels, and no palpable testicular mass?

6.00 6.00 6.00 0.00 6.00 5.00 5.00 5.00 0.00 5.00

Is routine contralateral biopsy performed in 
testicular cancer? 4.00 5.00 4.67 0.58 5.00 4.00 5.00 4.33 0.58 4.00

What should be done to preserve fertility in a 
male patient diagnosed with testicular cancer? 6.00 6.00 6.00 0.00 6.00 5.00 6.00 5.33 0.58 5.00

What should be considered if serum tumor 
markers remain elevated after an orchiectomy 
performed for suspected testicular cancer?

5.00 6.00 5.67 0.58 6.00 5.00 6.00 5.33 0.58 5.00

Treatment-follow-up questions 

16. Is there a role for testis-sparing surgery in 
testicular cancer? 2.00 2.00 2.00 0.00 2.00 3.00 3.00 3.00 0.00 3.00

17. Why is scrotal orchiectomy not 
recommended in the surgical treatment of 
testicular cancer? 

4.00 5.00 4.67 0.58 5.00 6.00 6.00 6.00 0.00 6.00

18. What is the most appropriate treatment for 
a patient diagnosed with GHNIS in a solitary 
testis? 

1.00 1.00 1.00 0.00 1.00 1.00 1.00 1.00 0.00 1.00
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the incorrect response rate remained low at 3.3%. This indicates 
that ChatGPT-4 performed very well in this category and largely 
provided correct responses. In the treatment-follow-up category, 
the correct response rate was 40%, while the incorrect response 
rate was 10.0%. This shows that ChatGPT-4 was generally 
successful in this category as well, although there were a few 
incorrect responses. ChatGPT-4 had higher accuracy rates than 
ChatGPT-3.5 in both the general information-diagnosis and 
treatment-follow-up categories. In the general information-
diagnosis category, ChatGPT-4 provided more accurate 

responses with fewer errors compared to ChatGPT-3.5. Although 
ChatGPT-4 was more successful in the treatment-follow-up 
category than ChatGPT-3.5, both systems demonstrated similar 
accuracy rates. These results indicate that ChatGPT-4 generally 
provided more reliable and accurate responses, compared to 
ChatGPT-3.5.

As shown in Table 3, the average score for the ChatGPT-3.5 
model in general information-diagnosis questions was 4.29, with 
a median of 4.27, while the average score for the ChatGPT-4 
model was 4.80, with a median of 4.67. According to the results 

Table 1. Continued

 
ChatGPT-3.5 ChatGPT-4

Min. Max. X SS Median Min. Max. X SS Median

19. Is adjuvant radiotherapy routinely performed 
for stage 1 seminomas? 5.00 6.00 5.33 0.58 5.00 5.00 5.00 5.00 0.00 5.00

20. What should be the next treatment plan 
if tumor size is 5 cm and rete testis invasion is 
present in a patient with stage 1 seminoma? 

2.00 3.00 2.67 0.58 3.00 3.00 4.00 3.33 0.58 3.00

21. What is the treatment option for a high-risk 
clinical stage 1 non-seminoma patient with 
vascular invasion? 

4.00 4.00 4.00 0.00 4.00 5.00 5.00 5.00 0.00 5.00

22. Should we immediately perform 
orchiectomy in a life-threatening situation 
with widespread metastases in a patient with a 
testicular mass? 

6.00 6.00 6.00 0.00 6.00 5.00 5.00 5.00 0.00 5.00

23. If a patient who underwent orchiectomy 
for suspected testicular cancer is diagnosed 
with stage 1 seminoma and refuses adjuvant 
chemotherapy and radiotherapy, what should 
be recommended? 

5.00 6.00 5.67 0.58 6.00 6.00 6.00 6.00 0.00 6.00

24. What is the recommended minimum 
follow-up schedule for clinical stage I seminoma 
after active surveillance or adjuvant treatment 
(chemotherapy or radiotherapy)? 

3.00 3.00 3.00 0.00 3.00 4.00 4.00 4.00 0.00 4.00

25. Should a testicular prosthesis be 
recommended to all patients who undergo 
orchiectomy for testicular cancer? 

2.00 2.00 2.00 0.00 2.00 2.00 2.00 2.00 0.00 2.00

26. What should be the next treatment step if 
recurrence occurs after nerve-sparing RPLND in 
clinical stage 1 non-seminoma? 

4.00 4.00 4.00 0.00 4.00 5.00 6.00 5.67 0.58 6.00

27. What is the alternative treatment to 
chemotherapy for a patient with clinical stage 
2b seminoma? 

2.00 2.00 2.00 0.00 2.00 2.00 2.00 2.00 0.00 2.00

28. What chemotherapy protocol should be 
applied if bleomycin cannot be administered 
in a patient with advanced metastatic non-
seminomatous testicular cancer? 

4.00 4.00 4.00 0.00 4.00 5.00 6.00 5.67 0.58 6.00

29. How should thromboprophylaxis be 
performed to prevent thromboembolic events 
in a young male patient receiving chemotherapy 
for testicular cancer? 

3.00 4.00 3.33 0.58 3.00 4.00 4.00 4.00 0.00 4.00

30. What is the minimum duration of 
contraception recommended after completing 
treatment for testicular cancer?

4.00 5.00 4.33 0.58 4.00 4.00 5.00 4.67 0.58 5.00

*Germ cell neoplasia in situ, ChatGPT: Chat Generative Pre-trained Transformer, Min.: Minimum, Max.: Maximum, SS: Standard score, RNA: Ribonucleic acid, MRI: 
Magnetic resonance imaging, FDG: Fluorodeoxyglucose, PET: Positron emission tomography, CT: Computed tomography, hCG: Human chorionic gonadotropin, AFP: 
Alpha-fetoprotein, RLND: Retroperitoneal lymph node dissection
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of the Wilcoxon test, the z-value was -1.633 and the p-value 
was 0.102, indicating that there was no statistically significant 
difference between the two models. For the treatment-follow-
up questions, the average score for the ChatGPT-3.5 model was 
3.60, with a median of 3.60, while the average score for the 
ChatGPT-4 model was 4.16, with a median of 4.20. According 

to the Wilcoxon test results, the z-value was -1.633 and the 
p-value was 0.102, again, showing no statistically significant 
difference between the two models. The results of the Wilcoxon 
test indicated that there was no statistically significant difference 
between the ChatGPT-3.5 and ChatGPT-4 models for both 
general information and diagnosis and treatment and follow-
up questions (p>0.05). However, it was observed that the 
ChatGPT-4 model had higher average scores in both categories. 
This suggests that ChatGPT-4 generally performed better than 
ChatGPT-3.5, although the difference was not statistically 
significant.

Discussion

In recent years, advancements in NLP technologies and 
deep learning hardware have led to significant progress in 
the field of LLMs. ChatGPT, a state-of-the-art LLM built upon 
ChatGPT-3.5 and GPT-4, demonstrates exceptional capabilities 
in general language comprehension and reasoning (13). The 
AI chatbot ChatGPT has shown promising performance across 
various domains, including medical science, business, and law. 
However, its accuracy in handling medical queries requiring 
domain-specific expertise, particularly in the field of urology, 
remains uncertain. The purpose of this study was to assess 
the ability and performance of ChatGPT in responding to 30 
questions, prepared based on high-level recommendations from 
the testicular cancer section of the 2023 EAU guidelines, as well 
as clinical experience. Furthermore, we aimed to determine 
whether there is a significant performance difference between 
ChatGPT-3.5 and ChatGPT-4, with the goal of clarifying their 
potential roles in healthcare decision-making processes.

Various studies have demonstrated that GPT-4 generally 
achieves a higher accuracy rate compared to GPT-3.5. In a 
study comparing the performance of ChatGPT-3.5 and GPT-4 
on standard urology multiple-choice questions, a total of 700 
questions were presented to both models, and the results were 
analyzed. GPT-4 exhibited a higher accuracy rate than GPT-
3.5 (44.4% vs. 30.9%). Notably, GPT-4 was found to be more 
successful in areas such as urologic oncology, sexual medicine, 
and pediatric urology (14). Similarly, in another study comparing 
the performance of ChatGPT-3.5 and ChatGPT-4 in European 
Board of Urology examinations, ChatGPT-4 demonstrated 
significantly better accuracy across all exams compared to 
ChatGPT-3.5 (15). Tsai et al. (16) demonstrated in their study 
that ChatGPT-4 outperformed ChatGPT-3.5 in terms of quality, 

Table 2. Score distribution of ChatGPT-3.5 and ChatGPT-4 
responses based on subcategories (general information-diagnosis 
and treatment-follow-up)

  Score n %

ChatGPT-3.5

General 
information-diagnosis

2 2 6.7

3 1 3.3

4 7 23.3

5 1 3.3

6 4 13.3

Treatment-follow-up

1 1 3.3

2 3 10.0

3 3 10.0

4 4 13.3

5 2 6.7

6 2 6.7

ChatGPT-4

General 
information-diagnosis

2 1 3.3

3 2 6.7

4 2 6.7

5 6 20.0

6 4 13.3

Treatment-follow-up

1 1 3.3

2 2 6.7

3 2 6.7

4 2 6.7

5 4 13.3

6 4 13.3

ChatGPT: Chat Generative Pretrained Transformer

Table 3. A statistical comparison of the responses provided by ChatGPT-3.5 and ChatGPT-4 models to general information-diagnosis, 
treatment-follow-up questions

 
Min.

Evaluation of ChatGPT-3.5 Evaluation of ChatGPT-4 Wilcoxon

Max. X SD Median Min Max. X SD Median Z p-value

General information-diagnosis 4.07 4.53 4.29 0.23 4.27 4.47 5.27 4.80 0.42 4.67 -1.633 0.102

Treatment-follow-up 3.40 3.80 3.60 0.20 3.60 4.00 4.27 4.16 0.14 4.20 -1.633 0.102

Wilcoxon test
Z -1.633 -1.633    

p-value 0.102 0.102    

ChatGPT: Chat Generative Pretrained Transformer, Min.: Minimum, Max.: Maximum, SD: Standard deviation
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adherence to clinical guidelines, and alignment with expert 
opinions when providing cancer treatment recommendations. 
Another study comparing the diagnostic capabilities of GPT-3.5 
and GPT-4.0 in surgery revealed that GPT-4.0 exhibited higher 
accuracy for both primary and secondary diagnoses, indicating 
significant diagnostic potential (17). In a study examining the 
performance of GPT-4 in orthopedic surgery board questions, 
GPT-4 accurately answered 63.4% of the questions, while 
GPT-3.5 correctly answered only 46.3%. GPT-4 demonstrated 
significantly better performance on orthopedic board-style 
questions (18). Another study assessing the accuracy of 
ChatGPT references in the disciplines of head and neck surgery 
and otolaryngology showed that ChatGPT-4.0 performed better 
in terms of reliability compared to version 3.5 (19).

Other studies in the field of urology have also demonstrated the 
superior performance of GPT-4. For instance, in a comparative 
analysis of advanced AI strategies in renal oncology, another 
study compared GPT-3.5 and GPT-4.0. The average accuracy 
rates of responses to 30 questions related to renal cell carcinoma, 
prepared by urology specialists, were 67.08% for ChatGPT-3.5 
and 77.50% for ChatGPT-4.0. ChatGPT-4.0 outperformed 
ChatGPT-3.5 with a significantly higher accuracy rate (20). In 
another study evaluating the performance of ChatGPT-4 in 
answering questions related to urolithiasis, it was found that 
ChatGPT accurately and satisfactorily responded to more than 
95% of the urolithiasis-related questions (21). Furthermore, a 
study investigating ChatGPT’s performance in the diagnosis 
and treatment of urological trauma concluded that ChatGPT 
demonstrated a highly competent and reliable performance in 
managing urological trauma cases (22).

On the other hand, a study examining the quality of ChatGPT-4.0’s 
responses to frequently asked popular questions about prostate, 
bladder, kidney, and testicular cancers, as well as questions 
selected from the 2023 EAU Oncology guidelines, revealed mixed 
findings. While ChatGPT demonstrated commendable accuracy 
rates when answering popular questions related to urologic 
cancers, its performance in providing responses consistent with 
EAU guideline-based questions was found to be unsatisfactory 
(23). Similarly, another study assessing ChatGPT-4’s responses to 
195 clinical questions related to prostate cancer, prepared with 
consideration of the EAU 2023 guidelines, demonstrated that 
ChatGPT exhibited poor accuracy (24). Furthermore, a study 
evaluating ChatGPT’s performance on standard multiple-choice 
urology examinations also reported suboptimal performance 
(14). In our study, we observed that the responses provided by 
ChatGPT-3.5 to the questions related to testicular cancer, mostly 
received moderate scores (4 points), whereas the responses from 
ChatGPT-4 received higher scores (5 and 6 points). This finding 
suggests that GPT-4 provided more accurate or satisfactory 
answers as evaluated by expert clinicians. The assessment of 
GPT-4 revealed that the incorrect response rate was 13.3%, 
which was lower than that of GPT-3.5. Meanwhile, the correct 
response rate was higher for GPT-4, reaching 86.7%. Overall, 
both systems demonstrated high accuracy rates; however, 
GPT-4 provided fewer incorrect answers and more accurate 
responses compared to GPT-3.5. Furthermore, GPT-4 achieved 
higher scores than GPT-3.5 in both general knowledge and 
diagnosis and treatment and follow-up categories. GPT-3.5, 

on the other hand, predominantly received moderate scores in 
the general knowledge-diagnosis category and demonstrated 
a broader distribution of scores in the treatment-follow-up 
category. In our study, although not statistically significant, 
ChatGPT-4 demonstrated better performance than ChatGPT-3.5 
by providing more comprehensive answers. This suggests that 
ChatGPT-4 has the potential to be an effective supportive 
tool in diagnostic, therapeutic, and clinical decision-making 
processes related to testicular cancer. However, both models 
exhibited limitations in answering certain questions. This 
finding underscores the importance of human oversight when 
employing AI applications, particularly in healthcare-related 
topics. The study also emphasizes the importance of continuous 
improvement to ensure the effectiveness and reliability of 
ChatGPT, a supportive tool used in clinical practice, emphasizing 
the importance of continuous improvement to ensure its 
effectiveness and reliability in assisting healthcare professionals 
with diagnostic and therapeutic decision-making processes. 
Although ChatGPT-4 demonstrates significant advancements 
in providing responses to questions related to testicular cancer, 
the best use cases and ethical considerations have not yet been 
fully clarified. Further detailed studies are required to determine 
whether these models can reliably serve as clinical aids in 
medical practice.

Study Limitations 

This study focuses exclusively on testicular cancer, which 
limits the generalizability of its findings to other oncological or 
urological conditions. Although the responses were evaluated 
by experts, variability in assessments may occur across different 
expert panels. In future studies, we aim to obtain more objective 
results by including evaluations from independent urologists 
and employing consensus-based approaches such as the Delphi 
method. Additionally, the model was tested solely using the 
2023 EAU guidelines and clinical experience. Incorporating 
additional authoritative sources-such as the American Urological 
Association guidelines, Campbell-Walsh Urology, Smith & 
Tanagho’s General Urology, and other prominent urological 
guidelines and reference texts-may enhance the model’s 
accuracy and comprehensiveness. The subscription-based 
structure and limited accessibility of the platform may also pose 
a barrier for users with constrained resources. Furthermore, 
it remains unclear whether the EAU guidelines were directly 
included in ChatGPT’s training data, which may limit the 
alignment of its responses with these guidelines.

Conclusion

Although ChatGPT-4 provides more accurate and satisfactory 
responses compared to ChatGPT-3.5 in specific urological topics 
such as testicular cancer, it is not entirely flawless. Its occasional 
blending of correct and incorrect information may pose risks for 
healthcare professionals. This highlights the necessity of expert 
validation and supervised systems in the integration of AI-based 
models into clinical practice. In this context, it is evident that such 
technologies should be positioned solely as supportive tools. In 
the future, the development of customized AI systems trained 
exclusively on urology-specific data, by leveraging open-source 
LLMs (e.g., DeepSeek, LLaMA, Mistral), may enable the creation 
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of more reliable, specialized, and clinically applicable AI solutions. 
This approach could enhance accuracy and trustworthiness, 
particularly in niche areas such as testicular cancer. The present 
study may serve as a foundational step toward the development 
of urology-specific LLMs. Ultimately, this could contribute to the 
creation of more tailored solutions that support the safe, ethical, 
and effective use of AI in healthcare.
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